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Abstract
We present a simple mathematical abstraction of the genetic algorithm (GA) which we call the Equilibrium Genetic Algorithm (EGA). The EGA provides useful intuitive insight into the mechanics of evolutionary algorithms like the GA. Moreover, the simplicity of the EGA enables us to prove results which would be more difficult to obtain in other models. We prove here that the EGA is able in polynomial time to find the optimum of an elementary non-linear problem which we call MAX_01s. The appeal of the EGA, however, is not strictly theoretical. As we demonstrate through experiments on instances of the widely studied, NP-hard jobshop scheduling problem, the EGA is a competitive optimization tool in its own right, and therefore of potential interest in experimental study.
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1 Introduction

The problem of rigorously characterizing the behavior of genetic algorithms is a challenging one. The sticking point is the crossover operator: its pairwise (“non-linear”) nature yields an algorithm with rather complex behavior, particularly in conjunction with the operations of mutation and selection. The aim of this paper is to address the theoretical challenges of genetic algorithms by investigating a mathematical abstraction which we call the \textit{equilibrium genetic algorithm} (EGA). The results presented here were first elaborated in [15].

The point of embarkation of our approach will be that of Rabinovich, Sinclair, and Wigderson [22]. These authors examine the behavior of the crossover operator in the absence of mutation and selection, investigating its asymptotic properties when it is applied repeatedly to a population of infinite size. Although their results treat a broad range of crossover operators, we shall concern ourselves in this paper exclusively with the special case of $k$-point or uniform crossover on bitstrings – i.e., sample spaces of form $\{0,1\}^n$. A classical result due to Geiringer [24] characterizes the asymptotic behavior of crossover in this setting. This result states loosely that as crossover is applied repeatedly, bits become mutually independent, so that in the limit, the population assumes a simple and compactly representable form.

We shall consider a genetic algorithm in which the population is of infinite size and always retains the asymptotic form specified by Geiringer. In other words, we shall treat the population as if it is permanently “crossed-over” to convergence or \textit{equilibrium}. This assumption will serve as the basis of the equilibrium genetic algorithm. The equilibrium genetic algorithm is a deterministic algorithm which computes the fitness on all bitstrings in $\{0,1\}^n$. Its behavior may be viewed simply in terms of the trajectory of a point in the interior of an $n$-dimensional hypercube. Taken as a mathematical and visual model, the EGA will offer a certain degree of intuitive demystification of the behavior of genetic algorithms in general.

Of course, computing the fitness of every bitstring in $\{0,1\}^n$ hardly yields a practical optimization algorithm. For this reason we develop a randomized simulation of the deterministic EGA known as the \textit{stochastic EGA}. Unlike the deterministic algorithm, this form of the EGA may be applied to optimization problems in $\{0,1\}^n$ in a computationally efficient manner. By appealing to the deterministic EGA, it is possible to prove results about the stochastic EGA with greater ease than is normally possible for conventional
GAs.

To date, the only running-time results on GAs have been for linear problems. An important result in this area is that of Baum, Boneh, and Garrett [6], who demonstrate a genetic algorithm which finds the optimum of an $n$-bit linear function in $O(n \log^2 n)$ time with constant probability. In this paper, we prove that the stochastic EGA is capable of optimizing a simple, non-linear function with constant probability in polynomial time. The function in question, referred to as $MAX_{01s}$, outputs the greater of the number of ones and the number of zeroes in a bitstring.

We also conduct an experiment in this paper designed to show that the EGA may be a competitive optimization tool in its own right, and therefore worth of use in experimental study. We examine the performance of the EGA on a widely studied, NP-hard problem known as the jobshop scheduling problem. We find that the performance of the EGA on a standard set of jobshop problem instances is superior to that of a “canonical” GA.

The remainder of this paper is organized as follows. In section 2, we explain the mechanics of optimization on an infinite population, and describe the equilibrium genetic algorithm. We introduce the stochastic EGA in section 3, and prove results about ability to solve the $MAX_{01s}$ problem in section 4. Section 5 describes an encoding of the jobshop scheduling problem in $\{0, 1\}^n$, and presents an experimental comparison of the EGA and GA on this problem. We offer some concluding remarks in section 6.

2 Infinite populations and the EGA

2.1 Crossover in an infinite population

The finite population maintained by a genetic algorithm is typically specified in the form of a multiset. A population $P$ consisting of four individuals might be described, for instance, by the set $\{111, 000, 000, 000\}$. An alternate way to describe a population, however, is in terms of a probability distribution $\pi$ on $\{0, 1\}^n$: we let $\pi(v)$ denote the probability of obtaining $v$ in a random sampling of $P$. Thus, the population $P = \{000, 000, 000, 111\}$ may be translated into a distribution in which $\pi(000) = \frac{3}{4}$ and $\pi(111) = \frac{1}{4}$. Observe that the probability distribution $\pi$ describes the proportions in which individuals are present in the population, but does not specify absolute numbers of individuals. We may therefore think of $\pi$ as describing a population of infinite size.

When an operation such as crossover is applied to a finite population $P$,
the result is a new, randomly-generated population $P'$ (of the same size).  
Recall that the pairs to be crossed-over in a genetic algorithm are generally selected uniformly at random without replacement. Thus the result of applying 1-point crossover to $P = \{111,000,000,000\}$, for example, will be one of the three following populations $P'$, each with equal probability:

$$
\{000,000,000,111\} \\
\{000,000,100,011\} \\
\{000,000,110,001\}
$$

In contrast, the result of applying crossover (or any other operation) to an infinite population $\pi$ is deterministic. Let $\pi'$ denote the population yielded by applying crossover to $\pi$. The probability $\pi'(v)$ on bitstring $v$ in this population is the probability that crossover, when applied to a randomly selected pair from $\pi$, yields $v$. More formally:

$$
\pi'(v) = \sum_{abc} \pi(a)\pi(b)\beta_{abcv}
$$

where $\beta_{abcv}$ is the probability that applying crossover to the pair $(a, b)$ yields the pair $(c, v)$. This equation assumes a symmetry condition on the crossover operator in question, namely $\beta_{abcv} = \beta_{bacv}$ for all choices of $a, b, c$, and $v$. Both $k$-point and uniform crossover are easily seen to be symmetric in this sense.

When 1-point crossover is applied to the population $\pi$ in which $\pi(000) = \frac{3}{4}$ and $\pi(111) = \frac{1}{4}$, by eqn. 1 the resulting population $\pi'$ is as follows:

$$
\pi'(000) = 5/8 \quad \pi'(001) = 1/16 \quad \pi'(011) = 1/16 \\
\pi'(110) = 1/16 \quad \pi'(100) = 1/16 \quad \pi'(111) = 1/8
$$

Observe that this is not equivalent to a simple condensation to the set of possible populations $P'$ enumerated in the example above. (For example, the fraction of '000' strings among the possible sets $P'$ is 1/2, while $\pi'(000) = 5/8$.) This difference may be attributed to the fact that pairs are effectively picked with replacement in an infinite population.

### 2.2 Repeated crossover

The population $\pi'$ resulting when crossover is applied to a population $\pi$ can have a complex structure, even if $\pi$ itself may be characterized simply. This
is because of the non-linear (pairwise) nature of the crossover operator. On the other hand, repeated application of the crossover operator, as we shall see, causes convergence to an easily characterized distribution. Let $C(\pi)$ denote the population $\pi'$ induced by applying either $k$-point crossover (for any $k$) or uniform crossover to $\pi$, and let $C^t(\pi)$ be the result of $t$ successive applications of $C$ to $\pi$. A classical result in population genetics due to Geiringer [24] states the following.

**Theorem (Geiringer)** Let $\pi_i$ denote the probability that a sample bitstring $u$ drawn from the distribution $\pi$ contains a 1 in position $i$ – i.e., that $u_i = 1$. If $w = \lim_{t \to \infty} C^t(\pi)$, then for any bitstring $v$,

$$w(v) = \prod_{i=1}^{n} (v_i \pi_i + (1 - v_i)(1 - \pi_i)). \quad (2)$$

We refer to the limiting population $w$ as an *equilibrium population*. Informally, Geiringer’s theorem states that bits in an equilibrium population are *independent*. In other words, whether a given bitstring drawn from $w$ contains a 1 in position $i$ is independent of whether it contains a 1 in position $j$, for $i \neq j$. This accords with our intuitive expectation that the crossover operator, by “severing” bitstrings, should weaken correlations among bits in the population.

As a consequence of Geiringer’s Theorem, an equilibrium population $w$ may be completely characterized by a vector $w = <w_1, w_2, \ldots, w_n>$, where $w_i = \pi_i$ is the probability that a bitstring drawn from $w$ has a 1 in position $i$. If $w = <0.7, 0.8, 0.3>$, for example, then $w(110) = 0.7 \times 0.3 \times (1 - 0.8) = 0.035$. We refer to $w$ as an *equilibrium point*. Throughout the remainder of the paper, we shall also let $w$ stand also for the corresponding equilibrium population.

It is illuminating to view $w$ as a point in the unit hypercube of $n$ dimensions. The closer $w$ lies to a vertex corresponding to a given bitstring $v$, the higher the probability $w(v)$, and vice versa.
Figure 1 depicts the equilibrium point $\mathbf{w} = <0.7, 0.3, 0.8>$.
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**Figure 1.** The equilibrium point $\mathbf{w} = <0.7, 0.3, 0.8>$

### 2.3 Selection in an infinite population

Like crossover, selection may be viewed as a deterministic operator which, when applied to an infinite population $\pi$, yields an infinite population $\pi'$. In this case, given finite population $P$ and corresponding infinite population $\pi$, there an easily definable relationship between $P'$ and $\pi'$, the populations yielded by selection on $P$ and $\pi$ respectively. For a given bitstring $v$, $\pi'(v)$ is simply the expected number of instances of $v$ in the finite population $P'$.

Roulette wheel selection [12] is the most commonly used type in didactic descriptions of the GA, although less common in practice. In roulette-wheel selection, a new population $P'$ is generated from $P$ by picking individuals in proportion to their relative fitnesses in the population. The corresponding operation in an infinite population is easily seen to be the following:

$$\pi'(v) = f(v) \frac{\pi(v)}{\bar{f}}$$

(3)

where $\bar{f}$ is the weighted average fitness of bitstrings in $\pi$. It is easy to verify that $\pi'$ is a well-defined probability distribution.

A more commonly used type of selection in practice is tournament selection [13]. In $k$-ary tournament selection, individuals in $P'$ are generated
by picking \( k \) individuals uniformly at random with replacement from \( P \) and discarding all but the fittest one (or an arbitrary fittest individual, if there are multiple ones). Let \( \pi_{\leq}(v) \) be the fraction of individuals \( u \) in \( \pi \) such that \( f(u) \leq f(v) \) and \( \pi_{<}(v) \) be the fraction of individuals in \( u \) such that \( f(u) < f(v) \). Then \( k \)-ary tournament selection in an infinite population reduces to the following formula:

\[
\pi'(v) = \pi_{\leq}(v)^k - \pi_{<}(v)^k
\]  

In our construction of the EGA, we shall make use of tournament selection. The reason for this is twofold. First, tournament selection is mathematically simple, particularly when viewed in conjunction with equilibrium populations, as we shall see. Second, tournament selection does not rely on global population characteristics. This is a beneficial quality when dealing with infinite populations, or simulations of infinite populations. Roulette-wheel selection, for instance, requires knowledge of the average fitness \( \overline{f} \) over the population. The quantity \( \overline{f} \) may be efficiently measured in finite populations, but can effectively only be estimated in infinite populations. In the interest of simplicity, we shall in fact make use of binary tournament selection in our construction of the EGA—i.e., tournament selection in which \( k = 2 \).

### 2.4 Selection on an equilibrium population: the EGA

We shall construct the equilibrium genetic algorithm using only two operations: crossover and selection. (Mutation may be included, but merely complicates analysis, and, in the case of the EGA, doesn’t appear to yield benefits in practice.) In each iteration, binary tournament selection is applied to an equilibrium population \( \pi \), to yield a new population \( \pi' \), which will not necessarily be in equilibrium. Then, in the interest of obtaining a new equilibrium population, crossover is (loosely speaking) repeatedly applied to \( \pi' \) until convergence to a population \( \pi'' \). The population \( \pi'' \) will again be in equilibrium, as desired. A single iteration of the EGA may thus be described in two steps that transform a population \( \pi \) into a population \( \pi'' \):

1. Apply binary tournament selection to population \( \pi \) to obtain population \( \pi' \) (not necessarily in equilibrium).

2. Construct population \( \pi'' = \lim_{t \to \infty} C^t(\pi') \).
By restricting the EGA to operation exclusively on equilibrium populations \( w \), it is possible to condense this description further. Let \( f_{i \rightarrow b} \) be a random variable denoting the result of drawing a bitstring \( v \) from population \( w \), forcing \( v_i \) to \( b \), and applying the objective function \( f \) to the resulting bitstring. A single iteration of the deterministic EGA, then, transforms an equilibrium population \( w \) into a new equilibrium population \( w' \) such that:

\[
    w'_i = w_i^2 + 2(w_i - w_i^2)[z_i]
\]  

(5)

where

\[
    z_i = Pr[f_{i \rightarrow 1} > f_{i \rightarrow 0}] + \frac{1}{2}Pr[f_{i \rightarrow 1} = f_{i \rightarrow 0}].
\]  

(6)

Intuitively, the value \( z_i \) may be viewed as a global measure in population \( w \) of how much fitter a 1 is in position \( i \) than a 0. The EGA seeks to modulate \( w_i \) — and hence the proportion of 1s in position \( i \) — in accordance with the value of \( z_i \).

Let \( w_0 \) denote the equilibrium population at time 0, and \( w^t \) the population after \( t \) iterations of the deterministic EGA. Observe that the trajectory \( w_0, w^1, w^2, \ldots, w^t \) is deterministic, and describes a series of points in the unit hypercube of \( n \) dimensions. An example of such a trajectory is shown in Figure 2.
3 The stochastic EGA

The deterministic EGA, as we have seen in the previous section, has a simple mathematical and visual characterization, and is thus a convenient and intuitively natural abstraction of the behavior of genetic algorithms. It is clearly not a feasible optimization tool, however: computing the trajectory of the deterministic EGA requires that we compute the fitness of every bitstring in \( \{0, 1\}^n \). On the other hand, as we explain in this section, it is possible to simulate the deterministic EGA by means of limited sampling from the population. This simulation, known as the stochastic EGA, is an efficiently executable algorithm which, like other GAs, may be studied in the context of combinatorial optimization.

3.1 Description of the stochastic EGA

Let \( \mathbf{y} \) denote the equilibrium point maintained by the stochastic EGA in a given iteration. In general, we shall use \( \mathbf{y} \) to denote the equilibrium point of a stochastic EGA, and \( \mathbf{w} \) to denote that of the deterministic EGA being simulated by the stochastic EGA. A single iteration of the algorithm transforms a population \( \mathbf{y} \) into a new population \( \mathbf{y}' \) through the following sequence of operations:

1. Sample \( S \) elements from distribution \( \mathbf{y} \) to obtain a multiset \( P \).

2. Hold \( \frac{S}{2} \) binary tournaments in \( P \) by selecting pairs uniformly at random without replacement. Let \( P' \) be the resulting multiset.

3. Collapse \( P' \) into a new equilibrium point \( \mathbf{y}' \).

The finite population \( P' \) is collapsed to the equilibrium point \( \mathbf{y}' \) in this last step by letting \( y'_i \) be the total fraction of ones in position \( i \) in \( P' \).
3.2 How well does the stochastic EGA track the infinite population EGA?

Given a sufficiently large sample size $S$, the stochastic EGA, as we shall see, provides an accurate simulation of the behavior of the deterministic EGA. To begin with, it is easy to verify that the stochastic EGA provides an unbiased simulation of the infinite population. Suppose that $w$ is the equilibrium point in the deterministic EGA and $y$ that in the stochastic EGA in a given iteration. Let $w'$ and $y'$ be the resulting populations of a single iteration of the respective algorithms. It is easy to see the following:

**Claim 1** The vector $w'$ is an unbiased estimator of $y'$. In particular, if $w = y$, then $E[y_i'] = w'_i$ for all $1 \leq i \leq n$.

When $S$ is sufficiently large, a stronger statement than this claim is possible. In particular, we can show that the stepwise behavior of the finite simulation is very likely to be close to that of the deterministic EGA. We shall let the term w.o.p. ("with overwhelming probability") denote a probability of $1 - O(n^{-c})$ for $c > 0$. Furthermore, we shall make use of the following definition of the $L_infty$ norm: $\|w - w'\|_\infty = \sum_i w_i - w_i'$. We shall discard the subscript throughout the remainder of this paper, and also abbreviate $\|w - \hat{0}\|_\infty$ by $\|w\|$.

**Lemma 2** Suppose that $w = y$, and that $\|w - w'\| \geq \frac{1}{d^2}$. Suppose further that $S \geq n^c d^2$. Then, w.o.p. $\|w' - y'\| < \frac{1}{d^2}$.

**Proof.** By Claim 1, $y_i'$ may be viewed as the sum of $S$ Bernoulli random variables with mean $w_i'$. To obtain deviation bounds on this sum, we make use of the following Chernoff-style inequality, which may be found in [1, 17].

**Theorem (Chernoff Bound).** Let $X_1, X_2, \ldots, X_n$ be independent Bernoulli random variables. Let $X = \frac{1}{n} \sum_{i=1}^n X_k$ and $p$ be the expected value of $X$. Then for $0 < \epsilon < 1$,

1. $pr[X - p \geq \epsilon p] \leq e^{-\frac{1}{2} \epsilon^2 np}$
2. $pr[X - p \leq -\epsilon p] \leq e^{-\frac{1}{2} \epsilon^2 np}$. \hfill $\square$

The first of these Chernoff-style inequalities implies that $Pr[|y_i' - w_i'| \geq \epsilon w_i'] \leq e^{-\frac{1}{2} \epsilon^2 w_i' S}$. By letting $\epsilon = \frac{1}{2d \hat{w}_i'}$, we obtain $Pr[|y_i' - w_i'| \geq \frac{1}{2d}] \leq e^{-\Omega(\epsilon^2 r)}$. 
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Since there are \( n \) distinct \( w'_i \), it follows that \( \Pr \left[ \| w' - y' \| > \frac{1}{2\sqrt{n}} \right] \leq ne^{-\Omega(n^r)} \).
This proves the lemma.

As illustrated in Figure 3, the region in which \( y' \) may be found w.o.p. describes a small hypercube around \( w' \). Note that by adjusting the sample size \( S \), the lemma may be modified in such a way to achieve any desired constant size for the length of the sides of the hypercube – e.g., sides of length \( \frac{1}{2\sqrt{n}} \) instead of \( \frac{1}{\sqrt{n}} \).

![Figure 3. Stepwise tracking of the deterministic EGA](image)

The ability of the stochastic EGA to track the deterministic EGA when \( S \) is sufficiently large enables us to construct relatively simple proofs about the behavior of the stochastic EGA on elementary problems. In the next section, we shall show that the stochastic EGA is able to solve a simple, non-linear problem – the \( MAX_{01s} \) problem – in expected polynomial time with constant probability.

### 4 The \( MAX_{01s} \) Problem

Recall that the objective function \( f = MAX_{01s} \) computes the larger of the number of 1s and the number of 0s in a given bitstring. The function \( f \) has two optima: the string \( 00\ldots0 \) and the string \( 11\ldots1 \), which we denote by \( \overline{0} \) and \( \overline{1} \) respectively. Thus, \( f \) is a non-linear function. In particular, to set a given bit optimally, it is necessary to know the values of the other bits in
the string. This makes finding the optima of \( f \) somewhat more challenging
than finding the optima (or optimum) of a simple, linear function.

4.1 Sketch of proof

Our aim now is to show that the stochastic EGA is capable of finding an
optimum of \( f \) with constant probability in polynomial time. Our proof
will begin with by examining the deterministic EGA. We shall initialize the
deterministic EGA at a point \( w_0 \) lying a small distance from the midpoint of
the EGA hypercube – in particular, \( w_0 \) will be selected uniformly at random
from the small hypercube \( \left[ \frac{1}{2} - \epsilon, \frac{1}{2} + \epsilon \right]^n \). We shall show that with constant
probability, \( w_0 \) is chosen so as to give a “head start” in the direction of the
optimum \( \vec{1} \): more precisely, we will show that the norm \( \| w_0 \| \) is large. We
shall demonstrate further that in later time steps when \( \| w \| \) is large, the
\( w_i \) rise appreciably, promoting convergence to \( \vec{1} \). Thus the optimum \( \vec{1} \) will
be sampled w.o.p. in \( O(n) \) iterations. shall see.

We turn then consider the stochastic EGA. Recall Lemma 2, which states
that the stochastic EGA performs a close, stepwise tracking of the determin-
istic EGA when the sample size \( S \) is sufficiently large. We invoke this lemma
to demonstrate that the stochastic EGA with a sample size \( S = \Omega(n^{2+\epsilon}) \) fol-
ows a trajectory like that of the deterministic EGA, and therefore achieves the optimum \( \vec{1} \) w.o.p. in \( O(n) \) iterations. We shall prove the following
theorem:

**Theorem 3** Suppose that the stochastic EGA is initialized to an equilibrium
point selected uniformly at random from the hypercube \( \left[ \frac{1}{2} - \epsilon, \frac{1}{2} + \epsilon \right]^n \). Then
the EGA will find an optimum of the \( n \)-bit objective function \( \hat{f} = \text{MAX}_0\text{ones} \)
in time \( O(n^{3+\epsilon}) \) with probability \( \Omega(1) \).

4.2 Proof of theorem: the deterministic EGA

Let us first examine the behavior of the deterministic EGA. As an initial
condition for the success of the algorithm, we shall require that \( \| w_0 \| \) be
relatively large. Thus, we make use of the following lemma:

**Claim 4** With probability \( \Omega(1) \), \( \| w_0 \| > \frac{n}{2} + 3\sqrt{n} \).

**Proof.** Since the \( w_0^j \) range uniformly over \( \left[ \frac{1}{2} - \epsilon, \frac{1}{2} + \epsilon \right] \), \( \| w_0 \| = \sum w_0^j \) is the
sum of independent, identically-distributed random variables with mean \( \frac{1}{2} \).
By the Central Limit Theorem, \( \| w_0 \| \) converges to a normal distribution
$N$ with mean $\frac{n}{2}$ and standard deviation $\frac{\sqrt{3}}{\sqrt{n}}$ as $n \to \infty$. Since $\frac{n}{2} + 3\sqrt{n}$ lies only a constant number of standard deviations from the mean of $N$, the lemma follows. $\Box$

We will now show that in time steps when the deterministic EGA has $\|w\| > \frac{n}{2} + 3\sqrt{n}$, the values $w_i$ rise. In order to do this, we shall need some technical lemmas characterizing the distribution of the number of 1s in a bitstring drawn from $w$. In particular, we shall examine $g^{-i}$, which is defined as follows. Let $v$ be a bitstring drawn from $w$. Then $g^{-i}$ is the density function on $\sum_{j \neq i} v_j$, the total number of 1s in $v$, excluding the $i$th bit. We shall drop the subscript in $g^{-i}$ in our proofs, and simply write $g$. Since these next few lemmas are subordinate to the structure of the overall proof, the reader may wish to bypass them and skip to Lemma 9. We shall require the following notation: let $g(x) = Pr[g = x], g([x, y]) = Pr[x \leq g \leq y]$, and $\rho_j = \|w\| + j\sqrt{n}$.

**Lemma 5** For any value of $\|w\|$, $g([\rho_2, \rho_2]) > \frac{9}{10}$.

**Proof.** Since $g = \sum_{j \neq i} X_j$, where $X_j$ is a Bernoulli random variable with mean $w_j$, by Chernoff Bound 2, $g([0, \rho_2]) + g([\rho_2, n]) < 2e^{-2\rho} < \frac{1}{10}$. The lemma follows. $\Box$

**Lemma 6** The distribution $g$ is unimodal.

**Proof.** Let $g_k = \sum_{j=1}^k X_j$ (and treat $X_0$ as having mean 0). Hence $g = g_n$. We shall prove the result by induction.

Clearly the lemma holds for $k = 1$. Assume that it holds for $k < n$—hence $g_{n-1}$ is unimodal. Since $g_j(-1) = 0$ and $g_j(n+1) = 0$ for any $j$, if there are an $a, b,$ and $c$ such that $a < b < c$ and $g_j(b) = g_j(a)$ and $g_j(b) < g_j(c)$, then $g_j$ is multimodal. Now, $g_n(x) = w_n(g_{n-1}(x - 1)) + (1 - w_n)(g_{n-1}(x))$. Therefore, $g_n(b) < g_n(a)$ and $g_n(b) < g_n(c)$ implies:

1. $(g_{n-1}(a) > g_{n-1}(b))$ or $(g_{n-1}(a-1) > g_{n-1}(b-1))$
2. $(g_{n-1}(c) > g_{n-1}(b))$ or $(g_{n-1}(c-1) > g_{n-1}(b-1))$.

Case by case analysis shows that any combination of these conditions implies the multimodality of $g_{n-1}$, which is a contradiction. Therefore, $g_n = g$ is unimodal. $\Box$
Lemma 7 For any value of \(|w|\), \(g(x) \leq \frac{1}{10\sqrt{n}}\) for \(x \leq \rho-3\).

Proof. By Lemma 5, \(g([\rho-2, \rho_2]) > \frac{9}{10}\). Therefore, there must exist an \(x^* \in [\rho-2, \rho_2]\) such that \(g(x^*) > \frac{9}{100\sqrt{n}} > \frac{1}{10\sqrt{n}}\). Hence, if \(g(x) \geq \frac{1}{10\sqrt{n}}\) for \(x \leq \rho-3\), then since \(g(-1) = 0\), the unimodality of \(g\) implies that \(g([\rho-3, \rho-2]) > \frac{1}{10}\) — a contradiction of Lemma 5. □

Let us define \(g'\) as follows:

\[
g'(x) = \sum_{x=0}^{\frac{n-1}{2}} g^2(x) - \sum_{x=0}^{\frac{n}{2}} g^2(x) + \frac{1}{2} \sum_{x=0}^{\frac{n-1}{2}} g(x)g(x+1) - \sum_{x=0}^{\frac{n}{2}} g(x)g(x+1). \tag{7}
\]

Lemma 8 Suppose that \(|w| > \frac{n}{2} + 3\sqrt{n}\). Then \(g' = \Omega(\frac{1}{\sqrt{n}})\).

Proof. Let \(x^*\) be the smallest value of \(x\) on which \(g\) is maximal. We shall consider two cases.

Case 1: \(g(x^*) > \frac{1}{10}\). Let \(a = g(\frac{n}{2})\). Since \(g(x^*) > \frac{1}{10}\) by assumption, Lemma 7 implies that \(x^* > \rho-3\). Therefore, by the monotonicity of \(g\), \(\sum_{x=0}^{\frac{n-1}{2}} g^2(x)\) and \(\sum_{x=0}^{\frac{n-1}{2}} g(x)g(x+1)\) are strictly bounded below by \(\frac{a}{10}\). By Lemma 7, \(a < \frac{1}{10\sqrt{n}}\), implying, by the monotonicity of \(g\) that \(g(x) < \frac{1}{10\sqrt{n}}\) for \(x \in [0, \frac{n}{2}]\). By Lemma 5, \(g([0, \frac{n}{2}]) < \frac{1}{10}\). Combining these last two observations, it is clear that \(\sum_{x=0}^{\frac{n}{2}} g^2(x)\) and \(\sum_{x=0}^{\frac{n}{2}} g(x)g(x+1)\) are strictly bounded above by \(\frac{a}{10}\). The lemma follows.

Case 2: \(g(x^*) \leq \frac{1}{10}\). By Lemma 5, \(g([\rho-2, \rho_2]) > \frac{9}{10}\). Since \(|w| > \frac{n}{2} + 3\sqrt{n}\), observe that the interval \([\rho-2, \rho_2]\) is contained in the interval \([\frac{n}{2}, n]\). Since \(g(x^*) \leq \frac{1}{10}\), by the monotonicity of \(g\) it is easy to see that a lower bound may be obtained on \(\sum_{x=0}^{\frac{n-1}{2}} g^2(x)\) and \(\sum_{x=0}^{\frac{n-1}{2}} g(x)g(x+1)\) by assuming a uniform distribution on the interval \([\rho-2, \rho_2]\). This may be seen to yield a lower bound of \(\frac{1}{5\sqrt{n}}\) on \(\sum_{x=0}^{\frac{n-1}{2}} g^2(x)\) and \(\sum_{x=0}^{\frac{n-1}{2}} g(x)g(x+1)\). (In the case of the latter quantity, we are ignoring boundary values for the sake of simplicity, but this does not affect our calculations.) Since, as explained for Case 1, \(g(x) < \frac{1}{10\sqrt{n}}\) for \(x \in [0, \frac{n}{2}]\) and \(g([0, \frac{n}{2}]) < \frac{1}{10}\), it is easy to obtain an upper bound of \(\frac{1}{100\sqrt{n}}\) on \(\sum_{x=0}^{\frac{n}{2}} g^2(x)\) and \(\sum_{x=0}^{\frac{n}{2}} g(x)g(x+1)\). The lemma follows. □
This next lemma now characterizes the stepwise behavior of the deterministic EGA. In particular, it shows that when 1s are prevalent enough in the population – more precisely, when \( \| \mathbf{w} \| > \frac{\beta}{2} + 3\sqrt{n} \) – the \( w_i \) will rise in the next time step.

**Lemma 9** If \( \| \mathbf{w} \| > \frac{\beta}{2} + 3\sqrt{n} \), then \( w'_i - w_i = \Omega(\frac{1}{\sqrt{n}})(w_i - (w_i)^2) \) for all \( i \).

**Proof.** Recall from eqn. 5 that:

\[
w'_i = 2(w_i)(1 - w_i)[z_i], \quad \text{where } z_i = Pr[f_{i-1} > f_{i-0}] + \frac{1}{2}Pr[f_{i-1} = f_{i-0}].
\]

Observing by symmetry that

\[
Pr[f_{i-0} > f_{i-0}] + \frac{1}{2}Pr[f_{i-0} = f_{i-0}] = \frac{1}{2},
\]

we can write:

\[
z_i = \frac{1}{2} + \frac{1}{2}[Pr[(f_{i-0} = f_{i-0}) \land (f_{i-1} > f_{i-0})] - Pr[(f_{i-0} = f_{i-0}) \land (f_{i-1} < f_{i-0})] + Pr[(f_{i-0} < f_{i-0}) \land (f_{i-1} = f_{i-0})] - Pr[(f_{i-0} > f_{i-0}) \land (f_{i-1} = f_{i-0})]]
\]  \( (8) \)

For the MAX01s problem, algebraic manipulation enables us to rewrite the above as:

\[
z_i = \frac{1}{2} + \sum_{x=0}^{n-1} (g^{-i}(x))^2 - \sum_{x=0}^{n} (g^{-i}(x))^2 + \frac{1}{2}[\sum_{x=0}^{n-1} g^{-i}(x)g^{-i}(x + 1) - \sum_{x=0}^{n} g^{-i}(x)g^{-i}(x + 1)]
\]  \( (9) \)

By Lemma 8, it follows that \( z_i = \frac{1}{2} + \Omega(\frac{1}{\sqrt{n}}) \). Therefore, by eqn. 5:

\[
w'_i = w_i + \Omega(\frac{1}{\sqrt{n}})(w_i - (w_i)^2).
\]  \( (10) \)
4.3 Proof of theorem: the stochastic EGA

This last lemma shows that when \( \| w \| \) is large enough, the equilibrium point of the deterministic EGA will move bitwise in the direction of the optimum \( \tilde{I} \). By applying this knowledge of the behavior of the deterministic EGA to the stochastic EGA, we are equipped to prove our theorem.

**Theorem 10** Let \( y^0 \) be chosen uniformly at random from \( [\frac{1}{2} - \epsilon, \frac{1}{2} + \epsilon] \) for some \( \epsilon > 0 \). The stochastic EGA initialized at \( y^0 \) will find an optimum of the \( n \)-bit objective function \( f = \text{MAX}_{01^n} \) in time \( O(n^{3+\epsilon}) \) with probability \( \Omega(1) \).

**Proof.** Let us choose \( S = n^{2+\epsilon} \), and consider the first step of the stochastic EGA. With some constant probability \( c \), we will have \( \| y^0 \| \geq \frac{n}{2} + 3\sqrt{n} \). If we let \( w^0 = y^0 \), then by the previous lemma, \( w_i^0 = w_i^0 + \Omega(\frac{1}{n}) \). Since \( w_i^0 < \frac{1}{2} + \epsilon \), this means that \( w_i^0 < \frac{1}{2} + \epsilon \), and \( w_i^0 = \Omega(\frac{1}{n}) \) for all \( i \). Now, by Lemma 2, since \( S = n^{2+\epsilon} \), we will have \( |y_i^0 - w_i^0| < \frac{w_i^0 - w_i^0}{2} = \Omega(\frac{1}{n}) \) w.o.p. Therefore, \( y_i^0 = \Omega(\frac{1}{n}) \) w.o.p. for all \( i \).

By similar work, we can show that w.o.p. for all \( i \), the sequence \( y_i^0, y_i^1, \ldots, y_i^t \) will be monotonically increasing, with \( y_i^t > 1 - \frac{1}{n^{2+\epsilon}} \) for some \( t = O(n) \). It is also easy to see that for all \( s = t + \text{poly}(n) \), \( y_i^s > 1 - \frac{1}{n} \) w.o.p. for all \( i \). Therefore, w.o.p. in time \( O(n) \), \( y_i^t > 1 - \frac{1}{n} \) for all \( i \).

When \( y_i > 1 - \frac{1}{n} \) for all \( i \), the probability that the bitstring \( \tilde{I} \) will be obtained in a single sample is \( > (1 - \frac{1}{n})^n > \frac{1}{4} \). Therefore, the probability that we will obtain \( \tilde{I} \) in \( S = n^{2+\epsilon} \) samples is \( > 1 - (\frac{1}{4})^{n^{2+\epsilon}} \). Thus, \( \tilde{I} \) is sampled w.o.p.

Since the algorithm locates the optimum \( \tilde{I} \) in \( O(n) \) iterations w.o.p., and the sample size of the stochastic EGA is \( S = n^{2+\epsilon} \), the total number of function evaluations will be \( O(n^{3+\epsilon}) \) w.o.p. This proves the theorem. \( \square \)

5 The Jobshop Scheduling Problem

An obvious objection to the EGA’s suitability as a combinatorial optimization tool is the simplistic structure of the equilibrium population. The foundation of genetic algorithms’ optimization ability is their supposed maintenance of a pool of highly fit, overlapping schemata [12]. The EGA, being unable to maintain correlations among bits in its population, cannot include such schemata.
Consider the case of the \( MAX_{\text{trel}} \) problem. A GA might arrive at a population like \( \{000,000,111,111\} \), in which only the two optima are represented. The EGA cannot maintain a population with this type of structure: if crossed over to equilibrium, the population \( \{000,000,111,111\} \) would become \( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \) – the uniform distribution over \( \{0,1\}^n \).

Two questions arise, then. First, is a more complex population structure than that of the equilibrium population necessary for sophisticated optimization tasks? Second, do genetic algorithms in general maintain a population with such complex structure? We will not take up either of these rather involved questions. Instead, we shall confine ourselves to an experimental demonstration of the fact that the EGA may be competitive with a “canonical” GA on hard, naturally arising combinatorial optimization problems.

We wish to choose for our comparison a problem on which the genetic algorithm represents a suitable choice of black-box optimization method. Juels and Wattenberg \([16, 15]\) demonstrated a range of combinatorial optimization problems for which genetic algorithms were inappropriate given the proposed encodings, in the sense that simple hillclimbing algorithms were more effective optimization tools. Here we shall compare the EGA and the GA on the jobshop scheduling problem. At the end of \([16, 15]\) it was demonstrated that a carefully constructed neighborhood structure for this problem renders the genetic algorithm more effective than hillclimbing.

### 5.1 Jobshop problem description

The jobshop problem is widely studied in the field of management science. It is a notoriously difficult NP-complete problem \([11]\) that is hard to solve even for small instances. A great deal of effort over the course of thirty years has gone into finding efficient approximation algorithms for it. See, for example, \([4, 5, 9, 18, 8, 21, 10, 20]\).

In this problem, a collection of \( J \) jobs are to be scheduled on \( M \) machines (or processors), each of which can process only one task at a time. Each job is a list of \( M \) tasks which must be performed in order. Each task must be performed on a specific machine, and no two tasks in a given job are assigned to the same machine. Every task has a fixed (integer) processing time. The problem is to schedule the jobs on the machines so that all jobs are completed in the shortest overall time. This time is referred to as the makespan.

Three instances formulated in \([20]\) constitute a standard benchmark for this problem: a 6 job, 6 machine instance, a 10 job, 10 machine instance,
and a 20 job, 5 machine instance. The 6x6 instance is now known to have an optimal makespan of 55. This is very easy to achieve. While the optimum value for the 10x10 problem is known to be 930, this is a difficult problem which remained unsolved for over 20 years [2]. A great deal of research has also been invested in the similarly challenging 20x5 problem, for which an optimal value of 1165 has been achieved, and a lower bound of 1164 [8].

A number of papers have considered the application of GAs to scheduling problems. In particular, Nakano and Yamada [21], Davidor et al. [9], and Fang et al. [10] have described GAs designed to address the three benchmark instances for the jobshop problem. We compare our results with those obtained in Fang et al., one of the more recent of these articles.

5.2 Jobshop problem encoding

Juels and Wattenberg [15, 16] proposed the following encoding of the job-shop scheduling problem. A schedule is encoded in the form of an ordering \( \sigma_1, \sigma_2, \ldots, \sigma_J \) of \( JM \) markers. These markers have colors associated with them: there are exactly \( M \) markers of each color of 1, \ldots, \( J \). To construct a schedule, \( \sigma \) is read from left to right. Whenever a marker with color \( k \) is encountered, the next uncompleted task in job \( k \) is scheduled in the earliest plausible time slot. Since there are exactly \( M \) markers of each color, and since every job contains exactly \( M \) tasks, this decoding of \( \sigma \) yields a complete schedule. Observe that since markers of the same color are interchangeable, many different ordering \( \sigma \) will correspond to the same scheduling of tasks.

Hillclimbing algorithm  Juels and Wattenberg first demonstrate a hill-climbing algorithm using this encoding. We present this algorithm as first step in presenting the GA for the problem. To generate a neighbor of \( \sigma \) in this algorithm, a marker \( \sigma_i \) is selected uniformly at random and moved to a new position \( j \) chosen uniformly at random. To achieve this, it is necessary to shift the subsequence of markers between \( \sigma_i \) and \( \sigma_j \) (including \( \sigma_j \)) one position in the appropriate direction. If \( i < j \), then \( \sigma_{i+1}, \sigma_{i+2}, \ldots, \sigma_j \) are shifted one position to the left in \( \sigma \). If \( i > j \), then \( \sigma_j, \sigma_{j+1}, \ldots, \sigma_{i-1} \) are shifted one position to the right. (If \( i = j \), then the generated neighbor is of course identical to \( \sigma \).)

Suppose, for example, that \( J = 2 \) and \( M = 3 \). One possible ordering \( \sigma \) corresponds to the sequence of colors 111222. (Note that in the above formulation, it is only the colors of the markers that are significant.) If we
choose to move $\sigma_1$ (here, the first marker of color 1) to position 6, then we obtain the sequence 112221.

**GA encoding**  The basic step in the crossover operator for a GA as applied to a pair $(\sigma, \tau)$ of orderings is as follows. A label $i$ is chosen uniformly at random from $\{1, 2, \ldots, JM\}$. In $\sigma$, the marker with label $i$ is moved to the position occupied by $i$ in $\tau$; conversely, the marker with label $i$ in $\tau$ is moved to the position occupied by that marker in $\sigma$. In both cases, the necessary shifting is performed as before. Hence the idea is to move a single marker in $\sigma$ (and in $\tau$) to a new position as in the hillclimbing algorithm; instead of moving the marker to a random position, though, we move it to the position occupied by that marker in $\tau$ (and $\sigma$, respectively). The full crossover operator picks two labels $j \leq k$ uniformly at random from $\{1, 2, \ldots, JM\}$, and performs this basic operation first for label $j$, then $j+1$, and so forth, through $k$. (By analogy with the GA above for MDAP.) The mutation operator in our GA performs exactly the same operation as that used to generate a neighbor in the hillclimbing algorithm. A marker $\sigma_i$ is chosen uniformly at random and moved to a new position $j$, chosen uniformly at random. The usual shifting operation is then performed. Observe how closely the crossover and mutation operators in this GA for the jobshop problem are based on those in the corresponding hillclimbing algorithm.

**Binary encoding**  Since the EGA operates on bitstrings, however, we must re-encode the jobshop scheduling problem as an optimization task on $\{0, 1\}^n$. Using a trick proposed in [23], we may obtain a neighborhood structure in $\{0, 1\}^n$ which looks substantially like that for the integer-based encoding described above. A solution to a problem instance with $J$ jobs and $M$ machines is encoded as a bitstring $v$ of length $JMT$, where $T$ is an encoding parameter. We translate $v$ into a schedule as follows. To each marker $i$, we assign a *tag*, consisting of the $i^{th}$ subsequence of $T$ bits in $v$. We obtain the sequence of markers $\sigma_1, \sigma_2, \ldots, \sigma_{JM}$ by letting $\sigma_1$ be the marker whose tag has the smallest integral value, letting $\sigma_2$ be the marker whose tag has the second smallest integral value, and so on. Ties are broken arbitrarily; the parameter $T$ determines the length of $v$, and consequently the likelihood of ties occurring. (Hence $T$ should be made large enough to avoid an undesirable bias arising in the translation of $v$ into a schedule.) Once the sequence $\sigma_1, \sigma_2, \ldots, \sigma_{JM}$ is obtained, it is translated into a schedule exactly as explained above in this beginning of this subsection.
5.3 The EGA and GA

The EGA In practice, a slight modification to the stochastic EGA used in our analyses in this paper yields a substantially more effective optimization tool. We call this modified EGA the point-push EGA. In the stochastic EGA described above, $S$ binary tournaments are performed and the $\frac{S}{2}$ victors of these tournaments are collapsed into a new equilibrium point. In the point-push EGA, $S$ bitstrings are selected at random from the distribution specified by $y$, and the fittest of these $S$ bitstrings, $v^*$ is then determined (with ties broken randomly). The new equilibrium point is obtained by pushing $y$ some fractional distance $\delta$ in the direction of $v^*$, where $\delta$ is an implementation parameter. Letting $\max_f(P)$ denote the set of elements of $P$ which maximize the objective function $f$, we may describe the point-push EGA by the following piece of pseudocode:

\[
\text{LET } y = \langle \frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2} \rangle; \\
\text{DO FOR } t \text{ ITERATIONS} \\
\quad \text{SELECT A SET } P \text{ OF } S \text{ BITSTRINGS FROM } y; \\
\quad \text{SELECT } v^* \text{ AT RANDOM FROM } \max_f(P); \\
\quad \text{LET } y = y + \delta(y - v^*);
\]

We let $\delta = \frac{\sqrt{S}}{2}$ in our experiments, a setting which appears to yield good results over a broad range of problems.

Remarks. It should be noted that Theorem 10 applies also to the point-push version of the EGA. The selection mechanism used in the point-push EGA may be viewed as a form of $S$-ary tournament selection. Therefore, the following claim, when traced through the proof of Theorem 10 shows that the theorem applies to the point-push EGA for any constant $\delta > 0$.

\[\Box\]

Claim 11 Suppose that for some objective function $f$ and some equilibrium point $w$, an deterministic EGA employing binary tournament generates equilibrium point $w'$ in a single time step. Let $w''$ be the equilibrium point generated by the same EGA employing $k$-ary tournament selection for some $k > 2$. If $w_i' > w_i$, then $w_i'' > w_i'$. Similarly, if $w_i' < w_i$, then $w_i'' < w_i'$. Finally, $w_i' = w_i$ implies $w_i'' = w_i'$.
Proof. Suppose that \( w_i' > w_i \). Let us assume, for the sake of simplicity, that \( k = 2^j \) for some integer \( j \). (The proof is similar for values of \( k \) which are not powers of two.) It is possible to hold a \( k \)-ary tournament among \( k \) bitstrings by recursively holding \( j \) successive binary tournaments. Let \( A_j \) be probability distribution on bitstrings resulting from the \( j^{th} \) round of binary selection, and let \( u_i^j \) be the proportion of bitstrings in \( A_j \) with a 1 in position \( i \). Clearly, \( u_i^j = w_i^j \). Similarly, since \( w_i' > w_i \), clearly \( z_i > \frac{1}{2} \), so it follows from eqn. 1 that \( w_i^j > w_i^{j-1} > \ldots > u_i^j \). Therefore \( w_i^m > w_i' \). Proofs for the other cases are similar. \( \Box \)

The GA. As there are many different forms of GA, and many different parameter settings, we strove as best as possible to create an efficient "canonical" GA, using a collection of parameter settings which are to be more or less standard in the literature.

Our GA included, in order, the following phases: evaluation, elitist replacement, selection, crossover, and mutation. In the evaluation phase, the fitnesses of all members of the population were computed. Elitist replacement substitutes the fittest permutation from the evaluation phase of the previous iteration for the least fit permutation in the current population (except, of course, in the first iteration, in which there is no replacement). We chose to use binary stochastic tournament selection [13]. In this type of selection, \( P \) pairs, where \( P \) is the size of the population, are selected uniformly at random with replacement from the population. A new population of size \( P \) is constituted by selecting the fitter permutation from each of these pairs (with ties broken randomly). The crossover step in our GA selected \( P/2 \) pairs uniformly at random without replacement from the population and applied the mating operator to each of these pairs independently with probability 0.6. For this probability, referred to generally as the crossover rate, a value of 0.6 is fairly standard in the literature. It is, for instance, the default value proposed in Grefenstette’s GENESIS software package [14]. In accordance with results in [3] and [19] regarding the optimal mutation rate, we set this parameter to \( 1/n \). More precisely, the number of mutations performed on a given permutation in a single iteration was binomial with parameter \( p = 1/n \). The population in our GA was initialized by selecting every individual uniformly at random from the set of all possible jobshop schedules.
5.4 Experimental Results

We conducted experiments on five instances of the jobshop scheduling problem. These include the $10 \times 10$ and $20 \times 5$ instances given in [20], and explored in [16, 15]. Also considered here are three larger problem instances obtained from the Imperial College Operations Research Library [7]. These are a $15 \times 15$ instance, a $20 \times 15$ instance, and a $20 \times 20$ instance.

We ran each algorithm for 1000 iterations with a population (or sample) size of 100; each run thus included 100,000 function evaluations. We performed 100 runs for each problem instance. The figure below shows the average percentage above the best known upper bound achieved by the two algorithms for each problem instance. Indicated by the vertical lines is the average percentage above the best known upper bound achieved by the hillclimbing algorithm proposed in [16, 15]. This algorithm was executed for 5 repetitions of 20,000 iterations – thus 100,000 iterations in total. We ran the hillclimbing algorithm 100 times on the integer encoding described above.\footnote{We applied hillclimbing to the original problem encoding for the following reason. If we had used a hillclimbing algorithm on the new, bitstring-based encoding, a perturbation would have had to consist of a certain number of random bit flips. It is not clear how many such flips would be optimal, nor is it clear how best to perform them. Moreover, we may reasonably expect better results from the original encoding, as it is somewhat more natural to the problem’s combinatorial structure.}

![Figure 4. Average percentage above best-known makespan](image_url)
On all problem instances, the point-push EGA yielded better average results than the GA. The difference in performance was most striking on the larger three instances. Moreover, at the end of most experimental runs, the EGA appeared to be continuing to find improved solutions more rapidly than the GA. We see this in the following graph, depicting the evolution over time of the best makespan achieved by the EGA and GA on the $15 \times 15$ jobshop problem.

![Graph showing evolution of best makespan over time](image)

Figure 5. Evolution of best makespan over time

Additional experimental data on the performance of the GA, EGA, and hillclimbing on all five problem instances are available in the appendix of this paper.

6 Concluding remarks and open problems

We have demonstrated how the equilibrium genetic algorithm may be viewed as a simple, mathematical abstraction of conventional genetic algorithms. Using the deterministic version of the EGA, we were able to prove that the computationally efficient stochastic EGA solves the $MAX_{01}$ problem in polynomial time with constant probability. We showed further that on the
NP-hard jobshop scheduling problem, this stochastic EGA is competitive with a “canonical” genetic algorithm, finding solutions of superior average quality on a range of problem instances.

Our exploration in this paper has been confined to the search space \( \{0, 1\}^n \). Results in \cite{22}, however, hold forth the promise of characterizing more sophisticated crossover operators than those on bitstrings. By means of these results, it may be possible to construct EGAs on other, more complex combinatorial search spaces. As many GAs used in practice rely on encodings other than bitstrings, this represents an important line of future research.

Rigorous results on non-linear problems in \( \{0, 1\}^n \) other than \( MAX_{\text{Sat}} \) would still be desirable. Especially appealing would be a proof of the ability of the EGA to solve a non-trivial instance of a naturally-arising combinatorial optimization problem such as maximum cut in polynomial time. A useful tool for proving such results might be a demonstration that the stochastic EGA tracks the deterministic version not only stepwise, but for a significant portion of the latter’s trajectory.

There is much room also for experimental investigation of the EGA. One potentially interesting result would be the exhibition of a problem on which the simplistic population structure of the EGA is demonstrably insufficient to make the algorithm an effective optimization tool. Such a result would reveal the distinctive advantages of conventional genetic algorithms as optimization tools. A related result would show how good a model the EGA is in practice – in other words, how much the structure of genetic algorithms’ populations resembles that of the EGA. As demonstrated in e.g., \cite{16, 15}, however, there still remains for any global optimization method like the GA or EGA the question of how effective it is relative to local search methods on real-world problems.
Appendix

This appendix contains tables detailing the performance statistics of the GA, EGA, and hillclimbing on the five jobshop instances explored in our experiments in section 5.

<table>
<thead>
<tr>
<th>Problem instance: J × M</th>
<th>avg.</th>
<th>S.D.</th>
<th>low</th>
<th>high</th>
<th>Best Known</th>
</tr>
</thead>
<tbody>
<tr>
<td>10x10</td>
<td>965.50</td>
<td>13.38</td>
<td>937</td>
<td>997</td>
<td>930</td>
</tr>
<tr>
<td>20x5</td>
<td>1185.92</td>
<td>11.22</td>
<td>1165</td>
<td>1235</td>
<td>1165</td>
</tr>
<tr>
<td>15x15</td>
<td>1306.36</td>
<td>20.93</td>
<td>1272</td>
<td>1260</td>
<td>1252</td>
</tr>
<tr>
<td>20x15</td>
<td>1484.67</td>
<td>24.28</td>
<td>1437</td>
<td>1576</td>
<td>1381</td>
</tr>
<tr>
<td>20x20</td>
<td>1805.92</td>
<td>29.23</td>
<td>1748</td>
<td>1884</td>
<td>1663</td>
</tr>
</tbody>
</table>

Table 1. GA performance on the jobshop scheduling problem

<table>
<thead>
<tr>
<th>Problem instance: J × M</th>
<th>avg.</th>
<th>S.D.</th>
<th>low</th>
<th>high</th>
<th>Best Known</th>
</tr>
</thead>
<tbody>
<tr>
<td>10x10</td>
<td>965.06</td>
<td>12.31</td>
<td>940</td>
<td>982</td>
<td>930</td>
</tr>
<tr>
<td>20x5</td>
<td>1183.17</td>
<td>11.73</td>
<td>1165</td>
<td>1219</td>
<td>1165</td>
</tr>
<tr>
<td>15x15</td>
<td>1289.79</td>
<td>12.44</td>
<td>1276</td>
<td>1346</td>
<td>1252</td>
</tr>
<tr>
<td>20x15</td>
<td>1459.85</td>
<td>14.90</td>
<td>1425</td>
<td>1501</td>
<td>1381</td>
</tr>
<tr>
<td>20x20</td>
<td>1767.02</td>
<td>17.85</td>
<td>1715</td>
<td>1807</td>
<td>1663</td>
</tr>
</tbody>
</table>

Table 2. EGA performance on the jobshop scheduling problem

<table>
<thead>
<tr>
<th>Problem instance: J × M</th>
<th>avg.</th>
<th>S.D.</th>
<th>low</th>
<th>high</th>
<th>Best Known</th>
</tr>
</thead>
<tbody>
<tr>
<td>10x10</td>
<td>983.08</td>
<td>19.81</td>
<td>939</td>
<td>1041</td>
<td>930</td>
</tr>
<tr>
<td>20x5</td>
<td>1208.60</td>
<td>19.76</td>
<td>1178</td>
<td>1264</td>
<td>1165</td>
</tr>
<tr>
<td>15x15</td>
<td>1308.71</td>
<td>21.27</td>
<td>1266</td>
<td>1369</td>
<td>1252</td>
</tr>
<tr>
<td>20x15</td>
<td>1504.27</td>
<td>27.41</td>
<td>1443</td>
<td>1580</td>
<td>1381</td>
</tr>
<tr>
<td>20x20</td>
<td>1826.04</td>
<td>29.73</td>
<td>1754</td>
<td>1908</td>
<td>1663</td>
</tr>
</tbody>
</table>

Table 3. Hillclimbing performance on the jobshop scheduling problem
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